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ABSTRACT

Search result diversification enables the modern day search
engines to construct a result list that consists of documents
that are relevant to the user query and at the same time,
diverse enough to meet the diverse user expectations. How-
ever, all the queries received by a search engine may not ben-
efit from diversification. Further, different types of queries
may benefit from different diversification mechanisms. In
this paper we present initial results of our efforts to study the
diversification requirements of queries in a web search sce-
nario. We use click entropy as a measure to identify queries
that can potentially benefit from search result diversification
and propose a query taxonomy based on their diversification
requirements. We also present results of experiments to au-
tomatically classify queries into these categories.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval — Query formulation, Search Process;
H.3.5 [Information Storage and Retrieval]: Online In-
formation Services — Web-based services

General Terms

Human factors, Algorithms, Experimentation

Keywords

Query log analysis, query classification, query taxonomy,
query ambiguity, search result diversification.

1. INTRODUCTION

Queries submitted to a web search engine typically con-
sist of 2-3 terms and hence, do not always clearly specify
the underlying information need of the user. In such a sce-
nario, the search engine can present a diverse set of search
results to the user so as to cover different aspects underlying
the original user query. Most of the current approaches for
search result diversification focus on including documents in
the result set that minimize redundancy and maximize novel
information [4, 5, 19] or by explicitly including documents
corresponding to various aspects/sub-topics of the original
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user query [1, 14]. The current methods of search result di-
versification treat all queries as equal however, not all the
queries received by a search engine may benefit from search
result diversification. Hence from a search engine’s perspec-
tive, it is important to differentiate queries that may poten-
tially benefit from search result diversification from those
that may not. Even for queries that may potentially bene-
fit from diversification, some may require a more aggressive
result diversification as compared to other queries [15]. Fur-
ther, it is not clear what types of queries require what type
of diversity as different queries may require different diver-
sification strategies. For example, for an ambiguous query
like “java”, the search engine should try to present results
corresponding to the different interpretations of the query
(programming language, place etc.) whereas, for a query
like “java tutorial” where the user intent is clear, the search
engine should try to present diverse documents that mini-
mize redundancy.

In this work, we present an analysis of queries that may
potentially benefit from result diversification and propose a
query classification scheme from the perspective of diversifi-
cation requirements of web queries. Our hypothesis is that
queries for which users clicked many different URLs in the
past may potentially benefit from diversification. We use
click entropy [17] to identify such queries. Click entropy
has been used previously to identify ambiguous queries [20]
and queries that can potentially benefit from personaliza-
tion [18] and diversification [6]. Based on a manual analysis
of high click entropy queries, we propose four query classes
from a diversity perspective: (i) Ambiguous queries, (ii)
Unambiguous but underspecified queries, (i7) Information
gathering queries and (iv) Miscellaneous. We also report
results of automatic query classification experiments where
we show how a query can be classified into one of the four
above classes.

2. RELATED WORK

The work reported in this paper is related to search result
diversification, query log analyses and web query classifica-
tion. Since there exists a large body of work dealing with
each of these problems, it is impossible to provide a compre-
hensive survey of all such works due to space considerations.
In this section, we provide an outline of some of the repre-
sentative research that is most closely related to our work.

2.1 Search Result Diversification

Maximum Marginal Relevance (MMR) [4] introduced by
Carbonell and Goldstein represents one of the earliest at-



tempts for search result diversification. For a given user
query MMR selects documents that are relevant to the user
query as well as provide novel information when compared
to previously selected documents. Chen and Karger [5] ar-
gue that the strategy of returning as many relevant results
as possible (the Probability Ranking Principle (PRP)) is not
always optimal. Hence they put forward the idea of return-
ing a set of documents that maximizes the probability of
finding a relevant document in top-k documents. Agrawal
et al. [1] study the problem of diversifying search results of
ambiguous web queries. They assume the availability of a
taxonomy of information and that both queries and docu-
ments may belong to one or more categories in this taxon-
omy. The problem is formulated as an optimization problem
that aims to maximize the probability of satisfying the av-
erage user. Gollapudi and Sharma [7] describe an axiomatic
framework that can be used for designing and characterizing
diversification mechanisms. Santos et al. [14] proposed the
xQuAD (explicit Query Aspect Diversification) framework
that takes into account various aspects of an underspecified
query. In the proposed framework, the different aspects of
a given query are represented in terms of sub-queries and
the documents are ranked based on their relevance to each
sub-query. Welch et al. [21] describe an algorithm for di-
versifying results of informational queries where the user’s
information need is satisfied by not one but multiple rel-
evant documents. Santos et al. [15] propose a supervised
selective diversification approach that trades off relevance
and diversity on a per query basis.

2.2 Query Log Analysis

Web search engine transaction logs (or query logs) contain
a wealth of information about users’ behavior, their infor-
mation requirements and how users interact with the search
engines. Hence, study and analyses of search engine logs
can provide useful insights about user requirements as well
as weaknesses of the current state-of-the-art search engines.
One of the first large scale analysis of web search engine
query logs was presented by Silverstein et al. [16]. They
analyzed logs of Alta Vista search engine consisting of ap-
proximately one billion search requests and 285 million user
sessions. They noted significant differences between users
of web search engines and users of traditional information
retrieval systems. Specifically, queries issued to web search
engines are much shorter, users generally see only the first
result page and query reformulations are less frequent. Ross
and Wolfram [13] analyzed logs of Excite search engine and
categorized most frequently co-occurring query term pairs
into one or more of 30 subject areas. Beitzel et al. [2] ana-
lyzed one week (26 December 2003 — 1 January 2004) of logs
from America Online (AOL) and found that average query
length is 2.2 terms, roughly 2% of queries contain query op-
erators and about 81% of users looked at only the first results
page. Further, they also observed changes in frequency and
popularity of topically categorized queries across the hours
of the day. Jansen and Spink [10] present a comprehen-
sive comparison of nine different studies of search engine
logs performed over a period of seven years. They found
that many characteristics such as session length measured
in number of queries, number of single term queries remain
stable over different time periods and search engines, how-
ever, the number of users that only look at the first results
page has increased over time which could be attributed to

improvements in algorithms used by search engines. The
analyses of search logs presented in this paper differs from
previous works in that we analyze the logs to identify how
many queries can benefit from diversification methods, what
different types of diversification strategies should the search
engines use and how much can search result diversification
methods benefit the users.

2.3 Query Classification

There have been many works on web query classification
where queries are classified into certain target categories de-
pending upon the application at hand. Broder [3] in his
seminal work developed a taxonomy for web search queries
and categorized web search queries as informational, trans-
actional and navigational queries. Kang and Kim [11] de-
scribe methods to classify web queries into following three
categories depending upon the user’s intent — (i) topic rel-
evance task (informational queries), (i) homepage finding
task (navigational) and (%) service finding task (transac-
tional). A web query classification challenge was organized
as KDD-CUP 2005 competition [12] where participants were
required to classify 800,000 web search queries into 67 pre-
defined topical categories. Gravano et al. [8] classified web
queries as local and global depending upon whether the search
engine should present localized results based on the users’
geographical location. Local queries such as san francisco
flower shop require the localized results whereas a global
query such as java applet does not require geographical
localization. The work by Wang and Agichtein [20] is most
similar to our work in that they use clickthrough informa-
tion to classify queries into ambiguous and informational
queries. However, the taxonomy of queries proposed in this
work is different than the categories defined by them and in
addition to clickthrough information, we also explore query
level and url level information for query classification.

3. DATA DESCRIPTION

We used roughly six months (179 days, from 17" March
2011 to 11*" September 2011) of query logs of a commer-
cial search engine. The logs were for queries issued in the
United States market. Table 1 summarizes various statistics
about the dataset. The logs consist of more than 373 mil-
lion query requests out of which there are about 87 million
unique queries. Mean query length (in number of terms) for
all the queries is 1.08 terms per query whereas considering
only the unique queries, mean query length is 4.63 terms
per query. Out of the roughly 87 million unique queries,
about 5.5 million queries are single term queries. Figure 1
depicts the distribution of query frequencies as observed in
the query logs which follows a power law with a@ = 1.16. Of
all the 87 million unique queries, roughly 47 million queries
are issued only once.

In the search logs used in this work, user sessions have
already been identified. A session, as defined in the logs,
consists of all the queries issued by the same user on a single
day. There are roughly 49 million such unique sessions in the
query logs we used and average session length is 7.83 queries
per session. Note that this average length can be attributed
to the long time duration of each session as well as many
sessions containing thousands of queries corresponding to
queries issued by automated bots. In order to filter such
sessions, we only consider sessions containing < 100 queries.



Number of Number of

Query Class Condition Unique Times Query
Queries Issued

Low-Frequency, Low-  Frequency < 100, Entropy <

Entropy (LFLE) 3 1,958,351 (2.24%) 44,183,993 (11.83%)
Low-Frequency, High- Frequency < 100, Entropy >

Entropy (LFHE) 3 338,076 (0.39%) 10,734,720 (2.87%)
High-Frequency, Low- Frequency > 100, Entropy <

Entropy (HFLE) 3 66,177 (0.08%) 78,998,631 (21.15%)
High-Frequency, High- Frequency > 100, Entropy >

Entropy (HFHE) 3

122,624 (0.14%) 65,290,833 (17.48%)

Table 2: Four classes of queries based on frequency and click entropy values. The percentage values are with

respect to the whole query log data.

Query Statistics

Number of queries 373,439,364
Number of unique queries 87,347,656
Mean query length (no. of terms) 1.08
Mean unique query length (no. of terms) 4.63
Number of unique single term queries 5,559,118
Number of queries issued only once 46,825,903
Session Statistics
Total Number of sessions 49,424,821

Mean session length (number of queries) 7.83
Total Number of sessions with frequency<

100 49,368,180
Reformulation Statistics

Numb_er of unique queries that were reformu- 8113711

lated in a session

Number of reformulations 21,616,189

Average number of reformulations per query 2.66
Number of queries that were reformulated in 14,288,180

a session
Number of reformulations 23,449,703

Table 1: Characteristics of the query log data.

4. QUERIES THAT MAY BENEFIT FROM
DIVERSIFICATION

In this section, we explore what types of queries may bene-
fit from search result diversification. In particular, our focus
is on finding an answer to following questions.

1. What fraction of queries can be potentially benefited
from diverse search results?

2. Do different types of query differ in their diversity re-
quirements? If yes, what are these types?

In order to find answers to these questions, we first use
click entropy [17] to identify queries for which different users
have clicked different URLs in the past. Click entropy has
been used previously to identify ambiguous queries [20] and
queries that can potentially benefit from personalization [18]
and diversification [6].

Click entropy (CE) for a query ¢ is defined as follows.
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Figure 1: Plot showing distribution of query fre-
quencies in the query logs. The distribution follows
a power law with o = 1.16.

CE(g)= Y —P(dlq)log, P(d|q) (1)

deDy

Here, D, is the set of documents/URLs clicked by various
users for query q.

A higher click entropy indicates that users selected dif-
ferent documents for the given query indicating that the
query was used by users looking for different information
and hence, indicates a potential for diversification. The idea
here is to identify queries with high click entropies and ob-
serve the reasons for users clicking different URLs for the
query.

Next, we considered only those queries that appeared in
the logs at least ten times. That resulted in a total of

2,485,228 unique queries that appeared for a total of 199,208,177

times in the query logs. Figure 2 shows a scatter plot be-
tween query frequency and query click entropies for this set
of queries. Each point on the plot represents a query with
its frequency (log scale) on y-axis and its click entropy on
x-axis. We then divided the plot into four quadrants based
on frequency and entropy values of queries. We chose a
threshold frequency of 100 and a threshold entropy of 3. Ta-
ble 2 summarizes some other statistics about queries in each
of the four quadrants. Queries in the LFLE class account
for 2.24% of all the unique queries in the logs and appear
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Figure 2: Scatter plot showing query frequency and
associated click entropy as observed in the query
logs. The plot is divided into four quadrants (see
text for details). Quadrants marked as 1, 2, 3 and 4
refer respectively to HFLE, HFHE, LFHE and LFLE
quadrants.

roughly forty four million times in the query logs (11.83%).
A large faction of queries in this class are generally long-tail
queries where the user is generally looking for a specific piece
of information. E.g. ohio department of corrections,
mutual savings credit union etc. Many of the queries in
this class are specific website names. Queries belonging to
LFHE class are also generally quite specific. The reason
for the high entropy values is due to the fact these queries
are generally “literatue survey” type queries — user is look-
ing for various aspects of the query or a single document
is not able to provide the complete information. E.g. peru
facts, katie morgan etc. Queries in HFLE class are mostly
navigational or transactional queries where the user is look-
ing for a specific website (e.g. pogo, askjeeves.com etc.)
or answers to some common questions (e.g. calories in
strawberry etc.). From Figure 2 we note that there are a
number of queries that have high frequency as well as high
click entropies (HFHE queries). Even though the number of
unique queries in this class is small (0.14% of all the unique
queries), the fact that these queries have high frequencies
indicate that these queries are issued repeatedly by a consid-
erable fraction of user population (17.48% of all the queries).
Thus, improving search results for these queries is extremely
crucial. These are the popular queries that have a high po-
tential for diversification and hence, should be the prime fo-
cus of the search engine’s diversification framework. Next,
in order to come to a classification scheme for web queries
from a diversity perspective, we randomly sampled and an-
alyzed queries from the HFHE and LFHE classes. Based on
our manual analysis of the queries, we propose the following
query classes:

1. Ambiguous queries (A): Ambiguous queries have
more than one meaning. For instance, “aguar” can
mean both an animal and a car (and even an old Mac
OS operating system). Further, a considerable frac-
tion of these queries are the acronym queries such as
the query “it” which could refer to either the Indian
Institute of Technology or the Illinois Institute of Tech-
nology. Sometimes, one meaning of the query may be
more likely than another. For example, consider the
query “paris” — it can refer to the capital city of France

or it can also mean the casino in Las Vegas, USA. For
these types of queries, the search engine needs to en-
sure that the documents corresponding to the different
possible interpretations of the query are presented to
the user.

2. Unambiguous but underspecified queries (U):
These queries are unambiguous in the sense that the
meaning of these queries is clear; there is only one way
to “read” or “interpret” these queries. They refer to
an unambiguous entity however, it is not clearly spec-
ified what the user wants to know about the entity.
E.g., consider the query “madonna”. Here there is no
ambiguity in what the query means but still it is not
clear what the user wants to know about madonna —
does he want to watch the music videos, read news,
find song lyrics, or purchase songs at the iTunes store?
The user’s intent is not specified. For such queries,
the search engine needs to focus on discovering the un-
derlying intents behind the underspecified query and
accordingly create a result list to cover these different
intents.

3. Information gathering queries (browsing) (I):
These queries have a clear meaning and are sufficiently
specified, but the user does not expect one result to an-
swer his or her need. For example, consider the query
“peru facts” or “how to make cheesecake” etc. The
user prefers to see novel (new and non-redundant) in-
formation in different documents. The user expects
to see many good results and browse them, collecting
information. For such queries, the novelty and redun-
dancy considerations are important.

4. Miscellaneous/None of the above (M): The queries

that belong to this category correspond to download /watch

movies online, download softwares for which the click
entropy is high due to the fact that many of the URLs
for these queries are spam/misleading leading a user to
try different URLs till he gets the desired result. For
example, for many “download software” type queries,
the user may have to try many different URLs till a
working url is found.

5. AUTOMATIC QUERY CLASSIFICATION

As described in the previous section, the reasons for di-
verse clicks (or high click entropies) for different queries are
different and hence, it is essential for a search engine to
determine the type of query automatically so that the ap-
propriate mechanisms can be utilized to construct the result
list as per the requirements of the queries. In this section,
we report results of experiments on automatically classifying
queries into one of the above described four query classes.

For automatic query classification, we used features tab-
ulated and defined in Table 3. The features used can be
grouped into two classes: Query Features, that are derived
from the query alone and Click Features that are derived
using the click-through information about the query present
in the search logs.

5.1 Data Preparation

We randomly selected 500 queries belonging to the HFHE
category and asked three human evaluators to assign the
queries into one of the four query classes as described above.



Feature Description Type
Query Features
QueryLength Number of words in query Numeric
QueryFrequency Number of times query occurs in the search logs Numeric
NumReformulations Number of different reformulations for a query Numeric
ReformulationsInSession  Total number of sessions in which the query is being reformulated Numeric
Reform-Session-Ratio Ratio of NumReformulations and ReformulationsInSession Real
IsURL Is there a url in the query Binary
IsDownload If the query contains the word download Binary
IsIMG If the query contains request for images Binary
IsVID If the query contains request for a video Binary
IsPorn Is the query a porn query Binary
IsQuestion If any of the 5W1H words present in the query Binary
IsTV If the query contains request for tv shows Binary
IsFree If the query contains the keyword free Binary
Click Features

ClickFrequency Total number of clicks for the query Numeric
URLCount Number of unique URLs that were clicked for the query Numeric
Query-URL-CountRatio  Ratio of QueryFrequency and URLCount Real
ClickEntropy Click entropy of the query Real
ClickSTD Standard deviation of frequencies of URLs being clicked for the query  Real

Table 3: List of features used for classification and their description

Query Class All agree Two Agree No Agreement
A 26 18 -
U 83 83 -
I 59 91 -
M 55 39 -
Total 223 231 46

Table 4: Statistics about class labels as provided by
the three evaluators.

Each evaluator provided class labels for all the 500 queries
and the final label of a query was decided by the majority
vote. Queries that were assigned different labels by all the
three evaluators were discarded. The numbers of queries
belonging to the different classes as assigned by the evalu-
ators are summarized in Table 4. We note that a majority
decision was obtained for 454 queries (90.8%).

5.2 Results

We used implementation of different classifiers as provide
by the Weka toolkit [9]. We experimented with a variety
of supervised classification schemes including decision trees,
SVM, multi-layer perceptron classifier, naive bayes classifier
and a logit model classifer. The performance of all the classi-
fiers was comparable with the logit model classifier achieving
the best performance. Due to space constraints, we only re-
port results for the logit model based classifier in Table 5.
We used stringent ten-folds cross validation for experiments
and the results reported are averaged over the ten folds. Ta-
ble 5 reports results for each class and Table 6 reports the
confusion matrix for the four classes. We achieved an overall
precision of 72.4% and a recall of 70.7%. We also note that
the minimum F-Measure is achieved for class A (Ambigu-
ous queries) and maximum F-measure is achieved for class
M (Miscellaneous queries).

6. CONCLUSIONS AND FUTURE WORK

|A U 1 M
A2 12 1 5
U7 127 290 3
1|1 49 99 1
M| 1 19 5 69

Table 6: Confusion matrix for the four classes. En-
try (i,j) refers to the number of queries in class i
that were classified as belonging to class j.

In this work we reported results of our initial efforts to-
wards finding an answer to following questions: (i) what
fraction of web queries can be potentially benefited from di-
verse search results? and (%) do web queries differ in their
diversity requirements? If yes, what are these types? Our
analysis of logs of a commercial search engine revealed that
0.53% (460,700) of all the unique queries are high entropy
queries (HFHE+LFHE) and they account for 20.35% of all
the query mass, i.e, one in five web queries can potentially
benefit from search result diversification. Further, based on
analysis of popular queries with high click entropy we pro-
posed to classify web queries from the perspective of their
diversification requirements into following four classes: am-
biguous, unambiguous but underspecified, information gath-
ering and miscellaneous. We also described results of auto-
matic query classification experiments where we were able
to classify queries into four categories with an overall preci-
sion of 72.4% and recall of 70.7%. The focus of our ongoing
and future research is to employ a larger and diverse set of
features to improve query classification.
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