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Abstract—The tremendous growth and popularity of social
media platforms like Twitter, Facebook, etc. provides business
organizations an opportunity to monitor the feedback from its
customers, identify their problems and take corrective measures.
In this paper, we describe a system to automatically monitor
and analyze customer feedback through various social media
platforms like Facebook, Twitter, etc. and detect issues faced
by the customers. Business organizations can use this system to
engage with their customers and help alleviate the problems faced
by them. The system uses statistical event detection techniques
for identifying various customer issues. The system offers a batch
version as well as real time version of event detection algorithm
depending upon the client’s requirements. We also describe a
few case studies illustrating the utility of our proposed system
for business organizations in identifying issues faced by their
customers through social media channels.

I. INTRODUCTION

The emergence of social media platforms like Twitter,
Facebook, etc., has provided internet users an effective medium
to express and communicate their thoughts with hundreds
and thousands of other people. Oftentimes, people use these
social media platforms to share their experiences with dif-
ferent consumer products and services used by them and
thus, can influence the opinion of other people in their social
network about these products and services. Such consumer-to-
consumer communication facilitated by social media platforms
can greatly impact a company’s reputation and sales [5]. A
survey of 320 active internet users carried by Barnes [1]
revealed that almost three quarters (74%) of users choose
companies/products based on other customers’ experiences
shared online. Thus, it is crucial for business organizations to
consider the social media phenomenon while developing their
marketing and promotional campaigns [8] and customer care
strategies.
Various social media platforms like Facebook, Twitter etc.,

also offer business organizations a convenient means to gather
customer feedback about the products/services offered by the
company as well as the company’s perception among the
consumers. For this purpose, many organizations have official
Facebook pages or Twitter accounts where consumers can
interact with the organizations’ representatives (customer care
agents), can post their problems and provide details about

their experience with the products/services offered by the
company. Gathering customer feedback through social media
is superior to traditional feedback gathering techniques (e.g.
customer satisfaction surveys) owing to its real-time nature
and the coverage of a diverse user population. Moreover,
social media provides much greater volume of user feedback
in a cost efficient way as compared to traditional methods.
For example, consider a mobile service provider that wants
to gather feedback from its users located in different ge-
ographical locations and belonging to different age groups.
Performing a user survey or gathering user feedback through
telephone/postal mail or even e-mail will first require identify-
ing users in target populations, contacting them and conducting
the survey through phone/mail/e-mail etc. This whole exercise
will require investment of considerable labor and capital from
the company. However, the costs to the company can be greatly
reduced if there is an automated tool available to the company
that can provide the required information by monitoring the
customer feedback in different social media platforms.

In addition to providing useful feedback to the company, the
customer comments or posts on social media channels can also
be used to identify major problems different consumers might
be facing. The company can then take appropriate corrective
measures to solve customers’ problems. For example, suppose
a lot of customers are facing issues related to network coverage
for a mobile operator and post their experiences on a social
media platform (e.g. Twitter). If the mobile operator can
automatically monitor such user comments in real-time and can
work with the concerned consumer to alleviate their problems.
In this work, we describe our system that can help busi-
ness organizations automatically monitor customer feedback
through various social media channels like Twitter, Facebook
etc. Further, the system analyzes the feedback gathered to
detect potential problems the customers may be facing. Upon
detection of such problems, the customer care agents can en-
gage with the customers to alleviate their respective problems.
We propose to detect the consumer complaints/problems by
framing the problem as an event detection problem. The system
continuously monitors the customer feedback coming through
various social media channels and analyzes them in real time
to discover events of interest to the business clients. We use
statistical event and anomaly detection methods to identify
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Fig. 1: Major components of the proposed framework.

such events.

II. PROPOSED FRAMEWORK

The basic architecture of our proposed system to
automatically monitor customer feedback through a social
media platform is illustrated in Figure 1. The different
components of the system are discussed in more detail below.

1. Monitor: The “monitor” consists of a crawler to
crawl publicly available posts made on a social media
channel(Twitter, Facebook etc.) that are relevant for a
business client. The crawler regularly crawls the social media
website and gathers data relevant to the business client based
on criteria specified by the client. The relevant documents
could be the posts made on the organization’s official Twitter
handle/Facebook page. Further, the client can also specify a
set of keyword related to its products/services and the crawler
will then crawl the posts containing these keywords to create
an initial set of social media documents related to the client.
For example, a mobile operator can specify keywords such as
network, iphone, android, wireless, 4g, etc. and the crawler
can then crawl public tweets mentioning these keywords and
the brand name.

2. Pre-processor: The pre-processor performs linguistic
processing on the crawled data for further analysis. We use
GATE toolkit [2] to identify POS (part of speech) tags in the
crawled documents. Further, we perform sentiment analysis
of the crawled documents to identify whether the document
talks about the concerned product in a negative, positive or
neutral tone. For sentiment analysis, we use machine learning
based sentiment classifiers developed in-house. The processed
documents along with their detected sentiments are stored in
the database.

3. Event Detector: This module analyzes the processed social
documents to detect events in real time (details about event
detection algorithm are in the next section). The detected
events and anomalies are then stored in an event database.

4. Web Service Front-end: The customer care agents for
the the business client can access the events database through

a web service. They are provided a list of important events
as detected by the system along with details about the users
affected through the event. The customer care agents can
then engage with the respective customers to help resolve the
problems faced by them.

III. EVENT DETECTION

The dictionary1 meaning of event is, “something that hap-
pens; an occurrence, especially one of some importance”. The
problem of Event detection refers to the task of automatically
detecting events from the input data. Event detection has
various practical applications such as surveillance, scientific
discovery, fault detection, anomaly detection, etc. [4]. In our
particular problem, the input data consists of the text of social
documents being monitored by the system and the “occur-
rences” correspond to the terms and phrases in the social doc-
uments. Out of these occurrences, the important words/phrases
constitute “occurrences of importance” or events. Thus, the
problem of event detection reduces to identifying terms/phrases
of interest to the end-user (customer care agent). Thus, in
our proposed framework, a detected event corresponds to a
term/phrase as observed from the monitored documents.
Driven by practical considerations identified during our

discussions with business clients , our framework has two
different options for event detection – (i) the batch version
which analyzes a given set of documents at one time, and,
(ii) the streaming or real-time version which continuously
processes the incoming social documents and detects events
in real time. Before going into details of these algorithms,
we discuss the following important concepts that lead to the
development of said algorithms.

A. Sentiment Analysis of Social Documents

As discussed before, the purpose of the proposed system is
to detect events in real time from social documents and bring
them to the attention of business clients so that they can engage
with their customers and help solve the issues faced by them in
a timely manner. Based on our interactions with the business
clients and their customer care agents, it was decided that not
all events are of equal importance to customer care agents.
From a customer care agent’s perspective, the events that are
of most importance are the ones appearing in the posts with
negative sentiments. A post with negative sentiment indicates
negative emotional states (such as angry, sad, etc.) of the post
author (consumer). On the other hand, the customer care agent
may not care that much for the post with positive sentiment. A
post with positive sentiment denotes a customer with positive
feelings about the company, e.g., happy, satisfied, etc.

B. Relative Importance of Different Terms in Social Docu-
ments

Given the large user base and the huge volume of social
media data, it is possible that the event detection algorithm
detects a large number of events from the input data. However,

1http://dictionary.reference.com/browse/event

http://dictionary.reference.com/browse/event
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not all the events are equally important and some events might
be more interesting to the client and some may not be that
interesting. Thus, we need a metric to measure the relative
importance of different events. A traditional approach to define
the importance of a term in a document set is TF-IDF (term
frequency - inverse document frequency), which is usually
defined as follows.

TFIDF (term, doc,Docs)

=
∑

doc∈Docs

tf(term, doc)× idf(term,Docs), (1)

where tf denotes term frequency, while idf indicates inverse
document frequency.
This definition measures the relative importance of a term

in a document in terms of its frequency in every document.
In our case, each document also has an associated time-stamp
indicating the instant of time stamp when this document was
posted on the web sites. Further, since the major goal of
our event detection framework is to capture current issued
faced by users, we argue that in addition to the number of
occurrences of a term, the time of occurrence of a term is also
an important measure of term importance in our application
scenario. In order to account for the time factor, we propose
a time normalized version of the TF-IDF metric as defined
below.
Hence, the time decay information is adopted into the

definition of TF-IDF as:

TFIDF (term, doc,Docs)

=
∑

doc∈Docs

(tf(term, doc) · decay)× idf(term,Docs)

=
∑

doc∈Docs

(tf(term, doc)×e−(currentT ime−documentTime))

×idf(term,Docs)
(2)

The decay function as described above is chosen so as to
assign a higher weight to recent documents. In the following
sections, whenever we mention TF-IDF, it is TF-IDF in Equa-
tion 2.
Further, as discussed previously, given the practical con-

siderations of treating documents with positive and negative
sentiments separately, we chose to compute two separate TF-
IDF scores for terms by using the “positive”/“negative” TF
and IDF for each term/phrase. The positive (negative) term
frequency of a term/phrase is defined as the number of times
this term/phrase appears in a document with positive (neg-
ative) sentiment. Likewise, the positive (negative) document
frequency of a term/phrase indicates the number of documents
with positive (negative) sentiments containing this term/phrase.
Thus, for each term/phrase, we can have both positive and neg-
ative TF-IDF scores, illustrating their importance in documents
with respective sentiment labels.

C. Event Detection in Our Framework – New and Anomalous
Events

The events as identified by our framework can further be
categorized as New or Anomalous events. A “new” event

corresponds to those events that have not been seen before
previously and have large number of recent occurrences in
documents crawled. For customer care agents, such new events
are crucial as they correspond to new issues being faced by the
consumers for which a solution does not exist in the customer
care knowledge base. Hence, these issues require special con-
sideration from agents. As an example, let us again consider
the mobile service company and suppose we found an event
“signal”, which was not previously observed in the historical
data collected for the company. Such a discovery indicates that
sufficient number of customers are facing issues getting proper
signal and the company can thus take appropriate corrective
measures in a timely fashion. We also require a minimum
frequency threshold for a term/phrase for it to be considered
as a new event. This serves two purposes –(i) it prevents noisy
terms (spelling mistakes etc.) being identified as new events,
and, (ii) ensures that the detected new events at least have a
sufficient volume.
An “anomalous” event on the other hand refers to those

events which may have been seen before but experience a
sudden burst in a specific time period. From a customer care
agent’s perspective, these events represent a sudden increase
in the occurrence of a known issue. In order to perform
anomalous event detection, both batch and streaming versions
of our framework rely on the Grubbs’ test [9] which was
originally proposed for outlier detection. For a specific event
represented by a noun/phrase, given the negative term frequen-
cies as observed during different time periods, Grubbs’ test can
help us find out the “outlier” time period where the event’s
frequency was statistically higher than its historical average.
We then say that this term is an anomalous events in the given
period owing to its anomalous behavior as compared to its
historical behavior.

D. Batch version of Event Detection Process

Sometimes, business customers are interested in identifying
events in the dataset at hand, that may have been collected
from various sources. For such requirements, it is required
to process all the documents within the dataset at once and
produce the results for the customer. The batch processing
procedure as implemented in our proposed system is described
in Algorithm 1.

E. Streaming or Real-Time Detection of Events

In many cases, the business customer would like to con-
tinuously detect events from the user feedback that is being
continuously gathered from different social media websites.
Algorithm 2 describes the real-time event detection procedure
as implemented in our framework.
To further illustrate the algorithm, Figure 2 describes the

complete workflow of the algorithm. The process starts by
computing different statistics about terms/phrases and their
frequencies from the historical data. The system then continu-
osly monitors new user feedback at regular intervals. At each
new interval, the newly gathered data is analyzed and new
and anomalous events are identified. The historical statistics
are updated at each interval by incorporating the information
gained from analysis of data gathered in this interval.



4

Start 

for a 

client  

Read one 

month’s 

historical 

tweets 

first time 

start 

Initialize the 

noun/phrase 

frequency in 

memory 

Save top 3000 

nouns/phrases 

into DB 

Initialize the 

noun/phrase 

frequency in 

memory 

restart 

Update top 

3000 

nouns/phrases 

in DB 

The tweets of 

the next hour 

are coming 

Updater 

Update the 

noun/phrase 

frequency in 

memory 

Update top 

3000 

nouns/phrases 

in DB

New 

Topics and 

Anomalies 

Detection 

Writer 

Write top 50 

nouns/phrases and 

new topics (if 

detected) with rank 

lower than 50 into DB 

(noun/phrase, 

negative count of 

each day, tweetIDs of 

each day, isAnomaly, 

isNew, tfidf score) 

The tweets of the 

next hour are 

coming 

Detect 

New 

Topics 

Rank 

nouns/phrases 

in memory 

Detect 

Anomalies from 

top 50 ranked 

nouns/phrases 

Fig. 2: An example of the streaming algorithm.

Algorithm 1 Batch version

Input: Given D – the set of social documents with their
corresponding sentiment labels, t – the time window for
which anomalous events are to be detected (1 day in our
implementation, events are detected on a daily basis).

1. Perform the sentence splitting, tokenizing, stemming,
POS tagging for each sentence in documents in D.

2. Filter the preprocessed tweets by removing stop words,
and dirty words.

3. Extract all nouns and noun phrases.

4. Compute time normalized TF-IDF score for each ex-
tracted noun phrase and rank them by their time normalized
TF-IDF scores.

5. Obtain the negative term frequency within every possible
time window, t (according to the time range indicated by
the first and the last tweets of the dataset) for each noun
phrase.

6. Detect the anomalous noun phrases using Grubbs’ test
based on the data from step 5.

IV. CASE STUDIES

In this section, we present a few illustrative case studies
indicating the utility of our proposed framework as being used
by business clients. We present studies based on the tweets

Algorithm 2 Streaming version

Given a set of historical tweets with the corresponding
sentiment, t – the time window for detecting events, T –
the historical window, ut – the time window for updating
the historical nouns/phrases, hn – the number of top ranked
nouns/phrases from the historical data

Read tweets within the historical window T into memory.
if FirstTimeStart then
Initialize the top hn nouns/phrases

else
Update the top hn nouns/phrases

end if
while NewTweetsComing do
Read tweets within the latest ut into memory.
Update the top hn based on the new tweets in the
memory.
Detect new events
Detect anomalous events

end while

crawled for specific commercial brands of three business
customers – Sprint-Mobile, Crest Toothpaste, and Holiday-Inn
hotel chain.

A. The Dataset

Our proposed framework as described in this paper is being
used by business clients for monitoring and analyzing user
feedback through Twitter as it has shown better potential in
terms of its ability to capture the on-going events. In order to
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Brands # negative tweets # of non-negative tweets

Sprint-Mobile 1,928 6,462

Crest 1,593 15,209

Holiday-Inn 2,339 41,577

TABLE I: DatasetStatistics

evaluate the capability of reporting the client-specific events
of our event detection framework, we crawl twitter to gather
tweets for three specific brands – Sprint-Mobile, Crest, and
Holiday-Inn via the API provided by Twitter. The tweets were
collected based on a keyword matching by using a set of
client supply keywords. Some statistics about the tweets thus
collected are reported in Table I.

B. Setting Up and Configuring the Framework

Our framework is implemented in Java and deployed on a
server with Intel Core i5 CPU (2.40 GHz) and 8 GB memory.
A separate server is employed to continuously crawl the tweets
for the above mentioned three brands and save the crawled
content into a MySQL database hosted locally. Thus, this
crawling server is responsible for collecting tweets, while the
framework on the deployment server is in charge of performing
event detection over the tweets on the crawling server. As has
been described before, text pre-processing on crawled tweets is
performed using the Gate toolkit [2] and proprietary sentiment
classifiers are used to identify the polarity of tweets.
In order to set up the batch version of the event detection

framework, users could indicate a specific time range and a
specific brand. The batch version then performs event detection
over the brand specific tweets within that time range and
reports the results to the user. Considering the suggestions
given by domain experts, the data of the first 30 days is used for
training, i.e., computing the the normal negative frequencies of
a terms/phrases. The data for each of the subsequent days is
used for testing, i.e., detecting terms/phrases with an abnormal
negative frequency (too high comparing with the training data
in the first 30 days). It is worth noticing that even the frequency
of 1 for a term would be considered abnormal if the historical
frequency for that term is 0. Thus, a frequency threshold
(in this case, it is set as 5) is specified while determining
if a given term is an anomalous event or not. Further, in
order to restrict the number of detected events to be analyzed
by the customer care agents, only the top 50 most frequent
nouns/phrases are treated as the candidates of events which
should draw agents’ attention. All the parameters as discussed
can be easily configured by the user depending upon his
requirements through a graphical interface
The set up of the streaming version is more complex.

Advised by the domain experts, the tweets of the first 30
days are used for training; only the top 3,000 nouns/phrases in
the historical window (30 days) are maintained for detecting
events. For every subsequent hour, the top 3,000 nouns/phrases
would be updated based on the newly encountered tweets
within that hour. In the event detection procedure, the tasks
of “new” and “anomalous” event detection are executed every
24 hours: for the “new” event detection, if a specific event

does not show in the last 30 days, and it appears more than 3
times within the latest 24 hours, we mark it as “new”; for the
“anomalous” event detection, if a specific event appears more
than 5 times within the latest 24 hours and is considered to be
abnormal via Grubbs’ test, it is marked as “anomalous”. Note
that the numbers 3 and 5 here are thresholds for “new” and
“anomalous” event detections respectively. Since “anomalous”
event detection has a more strict threshold than “new” event
detection, an event could be “new” first and then “anomalous”
later on. Again, these parameters can easily be adjusted based
on client’s requirements.

C. Detection Examples

In this section, we first show two examples illustrating
differences between “new” and “anomalous” events. Then
a few “new” and “anomalous” events for the three brands
are presented in Figure 5. Note that the core of detection
concept of both batch and streaming versions are similar, so the
detection results focus on the streaming version. The results
for anomalous event detection as obtained by the batch version
for Sprint-Mobile are shown in the Figure 6 as an example.
In all the examples, event detection has been performed on
tweets with negative sentiment.
In order to show the detection results of our proposed event

detection framework, two example events are first presented
in Figure 3 (for Holiday-Inn dataset) and Figure 4 (for Crest
dataset) respectively. These two example events represent new
(Figure 3) and anomalous(Figure 4) events, respectively. Both
Figures are composed of two parts: the left part represents the
changes of negative term frequency of the event within the 31
days; while the right part shows the associated tweets for the
31st day, reporting what people mentioned about this event on
the 31st day. The combination of these two parts illustrates the
root cause of raising this event as “new” or “anomalous”.
One can observe from the Figure 3 that the event “mari-

juana” was suddenly observed in many tweets about Holiday
Inn because of the arrest of a celebrity in a Holiday Inn hotel
during the 31st day of the dataset, and since it was never
mentioned before, it was identified as a “new” event. On the
other hand, we observe from Figure 4, that the event “advert”
was observed continuously in tweets related to Crest. However,
poorly received Crest advertisement caused a sudden increase
in the number of Crest related tweets containing the term
“advert” and this behavior being different from the historical
pattern as observed for this event, resulted in it being labeled
as an anomalous event.
In order to have a big picture about the detection results,

those detected events via the streaming event detection for each
of the three brands are reported in Figure 5. In this Figure, one
can see that the detected events from 2012-04-21 to 2012-04-
26 are listed, and those events illustrate the trending topics
in Twitter about the particular brands. Through reading about
these events and their associated tweets, users can quickly
capture where the complaints come from.
In addition to the streaming event detection results, a set

of detected events by the batched event detection for Sprint-
Mobile are also presented in Figure 6 to show the capability
of the batched processing.
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Fig. 3: A sample new event – Marijuana.
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Fig. 4: A sample anomalous event – Advert.

V. RELATED WORK

The tremendous growth and popularity of social media
platforms like Twitter, Facebook, etc. provides business or-
ganizations an opportunity to monitor the feedback from its
customers, identify their problems and take corrective mea-
sures. Studies have shown that monitoring user feedback and
communicating with them over social media can help boost
a company’s sales and reputation amongst consumers [5].
Lauschke and Ntoutsi [6] describe techniques for analyzing
individual users and monitor changes in their interests over
time. Our work addresses the problem of monitoring consumer
feedback through social media platforms and use this to
identify possible issues face by the consumers. We have framed
the problem as an event detection problem where the event
corresponds to an issue faced by consumers. Event detection
is a popular problem and has been applied to many real world
applications, such as surveillance[7], scientific discovery, and
fault detection. It has been used to detect disease outbreaks be-
fore the situation turns to an endemic [11], thus saving a large

number of human lives and money. As another example, by
applying the event detection techniques for environment mon-
itoring [3], anomalies in environment sensor data have been
discovered and corrected. Further, event detection techniques
have also been used in disaster management scenarios such
as earthquake detection by monitoring tweets [10], illustrating
the speed of information diffusion and propagation through
popular social media platforms, and hence, the motivation to
monitor customer feedback through social media platforms.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we describe our attempts at designing a plat-
form to help business organizations automatically monitor con-
sumer feedback through social media documents and identify
issues faced by consumers, thus enabling organizations to take
corrective measures in a timely fashion. We illustrate the utility
of the proposed framework by describing a few case studies
describing how our proposed framework is being used by three
different clients. Based on our interaction with the clients using
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Fig. 6: Batched event detection results for Sprint-Mobile.

the framework, there are a lot of areas offering scope for
further research and development. First, for a particular event
of a brand, the negative term frequency may be contributed by
users from different geo locations. Identifying the geo locations
of those users can help the clients figure out the root cause of
the issues and take area specific corrective measures. Second,
not every event may be equally important for the client and
hence, a mechanism for measuring the importance of events
based on client requirements is necessary. Third, preprocessing
social media documents is a hard problem as they usually
contain a lot of noise (abbreviations, spelling variations and
mistakes, etc.). Thus, new NLP tools and algorithms tailored
to social media text need to be developed.
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Fig. 5: Detected events for three clients.
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